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Motivation
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Motivation

Real-time decision-making and privacy-preserving resource-
heavy computation

— Healthcare — Federating local TREs with HPC; Example: Synthetic data generated locally (e.g. at
TRE level) used to train large models on HPC

— Transport systems simulations — Federating local Digital Twins with HPC; Example: Localised
combined higher-level Multi-agent simulations; Real-time traffic modelling (100K-500K vehicles)

— HPC provides large-scale processing power; requires integration with local/edge infrastructure.
— Can we use workflow tools (e.g. Pegasus) to design workflows on heterogeneous systems?

— Need to explore feasibility of Edge—HPC federation.



Aims

- Evaluate federation between national HPC (Isambard Al) and local Edge
infrastructures.

- Build a user/stakeholder community in healthcare and transportation.

- Develop and test workflows across the Edge—HPC continuum.

- Identify technical and policy barriers to federation. Workshops participation i




Pillars of the Project

Community Pillar

Engage healthcare & transport stakeholders ++ (Edge Al HUB
partners, DARE UK projects etc.)

Generate user narratives to inform design.

Organise 3 workshops for co-design.

Technology Pillar

Build testbed integrating Edge and HPC (Cardiff and Newcastle
Edge infrastructure; ISAMBARD Al)

- Validate Al workflows across heterogeneous systems

Explore privacy-preserving and decentralised approaches.



Example Workflows
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Community Engagement Activities

3 workshops
Newcastle, Cardiff

Workshops participation form

November 2025*
January 2026
March 2026
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